RoboJackets 2011 Design Report
19th Intelligent Ground Vehicle Competition

Joeseph Hickey, Kenneth Marino, Stefan Posey, Jacob Schloss

RoboJackets - www.robojackets.org

Georgia Institute of Technology




Contents

1 Introduction 4
1.1 RoboJackets . . . . . . .. . . . . ., 4
12 TeamMembers . . .. ... .. ... . . . 4

2 Mechanical Design 5
2.1 Stucture & Vehicle Layout Overview . . . . ... ... ... ... ........ 5
22 DriveSystem . . . . .. ... 7
23 RainProofing . . . . ... ... ... 8
2.4 Electronics Accommodation . . . . . . . . .. ... .. 8

3 Electronics Design 9
3.1 Sensors ... 9
3.2 PoWeEr . . ... 10
33 Computers . . . . . . ... 11
34 SafetyFeatures . . ... .. ... ... ... ... 12

4 Software Design 12
4.1 Architecture . . . . . . . . . . . .. 12
42 Algorithms . .. .. .. ... ... .. 13

5 Performance 16

6 Cost 17

20f17



List of Figures

1 Jeanni, the 2010base . . . . . . . . . . . ... 5
2 Roxi,the2011Base . . . . . . . . . . . e 5
3 RobotZomnes . . . . . . . . . . . e e 6
4 Shock System . . . . . . . ... e e e e 7
5 Motor & Encoder Closeup . . . . . . . . . o i i i i i e e e 8
6 Power Schematic . . . . . . . . . . ... e 11
7 RawCameraFrame . . . . . . . . .. . ... . . ... . ... .. 13
8 Transformed CameraFrame . . . . ... ... ... ... .. ........... 13
9 Color SegmentationQutput . . . . . . .. .. ... ... ..o 14
10 Feature TrackerOutput . . . . . . . . . . . . . . it 15
11 WorldMap . . .. .. .. . e 15
List of Tables

1 2011 RoboJackets /IGVCTeam . . . . . . . . . . .. . ... . ... ..... 4
2 RoxiBOM .. ... ... ... @es@sss @ssosade damassosssil 17

3o0f 17



1 Introduction

1.1 RoboJackets

RoboJackets is a robotics competition and outreach group that has been operating at the Georgia In-
stitute of Technology since 1999. Overall the RoboJackets consist of four teams a FIRST outreach
/ mentorship, Middle Weight BattleBots, RoboCup Small Size and IGVC. In all members come
from many of the engineering departments across campus (prominently Mechanical, Aerospace,
Electrical, and Computer Science) thus providing a truly multidisciplinary robotics development
experience. The RoboJackets IGVC Team initially started in 2004 has fielded a team every year
except 2005. Additionally, we have attained a top ten finish in the autonomous course since 2007.
This past January, the RoboJackets along with the entire Student Competition Center moved to a

TIEW OIf Campus 13 y.- In€e move 1n tofal represented a loss of nearly two months of work, but

given this many upgrades were still undertaken.

1.2 Team Members

The 2011 team members are listed in Table 1.

Table 1: 2011 RoboJackets / IGVC Team

Name Degree / Class Role

Joe Hickey BS Mechanical Engineering / | Mechanical design and build
Sophomore

John Madden BS Mechanical Engineering and | Project Manager, Mechanical
Computer Science/ Senior build, Software

Kenneth Marino BS Electrical Engineering / Sopho- | Software, Electronics
more

Stefan Posey BS Aerospace Engineering / Senior | Mechanical build

Jacob Schloss BS Aerospace Engineering / Senior | Software, Electronics

Akshay Srivastava | BS Aerospace Engineering / Junior | Electronics

40of 17



2 Mechanical Design

2.1 Structure & Vehicle Layout Overview

Figure 1: Jeanni, the 2010 base Figure 2: Roxi, the 2011 Base

Following our move last year to a four wheeled drive base shown in Figure 1, our team sought
to further improve on this platform which provided a large increase in maneuverability and space
efficiency over our previous 2 wheeled custom ball caster model. During system debrief and
review, several actionable deficiencies and areas of improvement for last years mechanical platform
were noted. These included poor suspension performance, high weight, rain issues, and lack of a
payload restraining system that would handle the new increased speed limit. This years’ drive base
design, shown in Figure 2 was guided by the following main goals:

1. Increased adverse weather performance
2. Quter panel simplification
3. Reduction in overall mass

~" 4. Improved payload accommodation
% k 5 of 17

» &
.';i
£

¥,



5. Ability to hold a new laptop

6. Enhanced ride characteristics for higher top speed

To this end a new mechanical platform has been developed which features a more robust ex-
terior paneling system, a lighter weight construction, improved electronics accommodation, and a
low cost suspension. Overall our unit is 32 inches wide and 40 inches long. A comparison of the
previous years system and the new system can be seen between Figure 1 and Figure 2. The previ-
ous three zone layout has been maintained with the structure being composed of a front, middle,
and rear zone. As illustrated in Figure 3, their content is as follows:

Figure 3: Robot Zones

1. Front: Forward LIDAR, Motors, GPS, & Power support for laptop
2. : Main Batteries, Motor Drive Electronics, & Power Distribution

3. Rear: Laptop, Camera, Rear LIDAR, Motors, GPS, Button Panel, & Safety Light

The frame is constructed out of 1/16” wall 1” sq. steel tube and aluminum panels. Much of the
assembly was accomplished with MIG welding and the use of 1/4-20 fasteners. The outer cover
is again made from polycarbonate panels which have a new attachment method that aides in rain-
proofing. Overall the new system has retained many of the improvements made last year while
adding key enhancements which are presented here in.
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2.2 Drive System

2.2.1 Motor Configuration & Suspension

As with last year our platform features an independently suspended four wheel drive system. Previ-
ously our suspension system was made from spare air pistons coupled with springs. These provided
marginal ride smoothing, and worked well enough for our systems slow pace. In designing a new
shock absorber system, our team consulted with the FormulaSAE and BajaSAE teams which we
share our shop with to gain a better understanding of the shocks they utilize and what characteris-
tics we were looking for in our system. With cost in mind we purchased some dampers for riding
lawn mower seats and modified them by adding springs to their stroke. These custom shocks have
become a simple yet highly costs effective solution for our needs. A close up of one of these shocks
can be seen on in the CAD rendering and picture in Figure 4.

Figure 4: Shock System

2.2.2 Motor & Encoder Modification

As with last year, this years base is powered by four NPC T64 brushed motors. Each motor has
a custom adapter plate and shaft mounted on the rear for attaching a US Digital encoder. These
encoders allow for independent control of each motor by the electronics system presented later in
this paper. Figure 5 shows the rear of a modified motor with the attached encoder.
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Figure 5: Motor & Encoder Closeup

I arrtn €d with roam hlied wheels allow our platform to be more than
capable of handling ramps and muddy segements of the couse often encountered after rain storms
during competition.

2.3 Rain Proofing

Rain proofing ensures the robot is able to operate consistantly in adverse weather conditions with-
out damage to the electronic components. All removeable access panels are joined into a single
piece by waterproof full length hinges, preventing leaking where panels join together. Around the
frame at each access panel is a full length compressable rubber gasget that prevent seeping if any
water happens to pool on the top of the robot.

2.4 Electronics Accommodation

2.4.1 Laptop

One of the biggest improvement to our system this year is a new laptop which moved us from our
6 year old Pentium M powered laptop to an i7 powered machine. This new laptop is larger than the
previous one which prompted a reworking of the front and rear. In the end the previous year direct
desk style access was attained. This year side panels were added around the laptop to reduce sun
glare and enhance screen readability during field testing. The improved usability of this area and
previously mentioned rain-proofing have add much to the system.
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24.2 LIDAR

The modified SICK NAV 200 LIDARs are mounted in the front and rear of the vehicle and each
have an unobstructed sweep of roughly 255 degrees. The LIDARSs are protected above from rain
by overhangs which also serve as compartments for the laptop and laptop power system. The units
are attached to the base through an intermediate aluminum plate. This allows them to be removed
from the vehicle with only loosening three 1/4-20 bolts which are the standard fastener for our
platform.

3 Electronics Design

The electronics for Roxi can be broken into three major categories: Senors, Power, and computers.

3.1 Sensors

Roxi uses vision and LIDAR as its primary sensors used for the navigation challenge and also has
GPS and wheel encoders to allow for waypoint navigation.

3.1.1 Vision

The vision system consists of a AVT Guppy F-036C camera connected via an IEEE 1394a link to
the main computer. This camera is capable of 752 x 480 resolution at 64 fps. This camera is polled
at approximately 10 Hz to send a new frame to the vision algorithm. The camera is placed at the
top of the mast, facing forwards and down to allow the lines and obstacle in front of the robot to
be sensed. The camera has a field of view of 32.5° x 42.5°, and is mounted at a height of 1.65 m.

3.1.2 Wheel Encoder

Each wheel is connected to a quadrature wheel encoder, allowing wheel rate to be measured. This
allows the velocity of the robot to be measured. The encoder is a US Digital E3-200-375-1-H-
M-B, with 200 counts per revolution and an index channel. This allows for wheel rates to be
sensed. The quadrature lines drive interrupts on a microcontroller, which then feeds the state of the
lines to a state machine which increments or decrements a wheel counter. Wheel angular velocity
is measured by differencing the number of counts over a 5 ms period. The microcontrollers are
capable of sending both rate and count information to the laptop, allowing for speed control and

odometry operations.
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3.1.3 LIDAR

Two front and rear mounted Sick NAV200 LIDAR are used as object and ramp detectors. The
LIDAR have a 270° FOV and a 10 meter range. The front facing LIDAR is used as an object
finder, while the back facing LIDAR is used as a safety feature allowing the robot to sense if an
object / person is moved behind it after the robot has moved through an area.

3.14 GPS

A GPS is used to provide world position to the robot, allowing obstacles to be placed in world
space and allowing waypoints to be followed. A Garmin “GPS 18-5Hz” gps is mounted to the
mast to allow a clear view of the sky. This GPS is accurate to < 15 m/ < 3 m (GPS / WAAS) and
has a time to first fix of 45 seconds. The GPS updates 5 times per second.

3.2 Power

3.2.1 Main Power

Main power for the robot comes from two sealed lead acid gell-cell batteries. These batteries are
connected in series to produce a nominal 24 VDC supply for the motors and other systems. This
provides approximately 672 W - hr of energy and approximately 1 hour of runtime of the motors.
The batteries are connected to a power distribution board, which allows the connection to each
motor to be fused with a limit of 20 Amps, allowing power to be cut in the event of a motor stall
to prevent damage to the H-bridge and motor. Power is also provided to several DC-DC boost
converters, which output 5 VDC, 9 VDC, and 19.5 VDC for other electronics on the robot.

3.2.2 H Bridge

Each motor is connected to an OSMC H-bridge. This board is used to allow a low power signal
from the microcontrollers to generate a high power PWM input to the motors. Each OSMC is
capible of switching up to 50 VDC at 160A cont / 300A peak, allowing significant margin above
our standard operating power of around 24 VDC /20 A.

3.2.3 Component Power

Other systems are provided power through the use of DC-DC converters to produce voltages at 5
V, 9V, and 19.5 V. This allows for the usb tethered microcontrollers, the sensors, and the main
computer to be powered off of the main lead acid batteries. This greatly simplifies charging the
robot, as only one battery system needs to be maintained.
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Figure 6: Power Schematic

3.3 Computers

3.3.1 Main Computer

Nearly all computation is performed on a single laptop containing a quadcore Intel Core i7 cpu,
cuda enabled NVIDIA 285M gpu, and 6 GB of RAM. This computer is responsible for all vision,
LIDAR, and GPS data processing and all path planning and control algorithms. It also forms
the core of the sensor interconnects, providing the firewire and USB bus the camera, GPS, and
microcontrollers use. This laptop replaces the main computer used in previous years, and was
made possible with support from Northrup Grumman.

332 MCU

Microcontrollers are used on Roxi as data acquisition boards to collect data from the wheel en-
coders, and as motor control boards to generate PWM signals to drive the H-bridges. There are
6 ATmega328p based Arduino Duemilanove boards on the robot, 4 interfacing with the wheel
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encoders, and 2 to drive the motors.

3.4 Safety Features

As autonomous systems are dangerous, and can behave unpredictably when hardware or software
errors occur, several safety features are included in this robot.

34.1 Emergency Stop

The robot is equipped with an emergency stop that when triggered will physically disconnect power
to the motors. This will stop forward motion quickly. Both a physical button on the back of the
robot and a wireless trigger are provided.

J.4.2 dalety Light

The robot is also equipped with a safety light. The light will turn on as soon as the power is
connected to the robot and start flashing as soon as it enters autonomous mode. This feature will
alert people nearby that the robot is on and moving without human direction.

3.4.3 Rear-Facing LIDAR

This robot also uses a rear facing LIDAR as a saftey feature. This allows the robot to sense if
something has moved behind it, allowing the robot to avoid hitting anyone walking behind it if the
robot decides to move backwards during autonomous operation.

4 Software Design

4.1 Architecture

The software on the robot is split between algorithmic and control code that runs on the primary
laptop and data acquisition code that runs on the microcontrollers. This allows the laptop to per-
form all of the intensive calculation allowing the use of very cheap microcontrollers that only need
to perform basic low level actions.

The primary language in our system is C-++. Object oriented approaches are used for programs
that run on the laptop, while simplified imperative code is used on the microcontrollers to minimize
overhead. Several standard system and computer graphic libraries are used in our code base. The
Boost c++ library is used extensively to provide data structures, serial IO handlers and threads.
Image processing is mostly done with algoritms built from elements provided by OpenCYV, with
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some transforms offloaded to the GPU with OpenGL. The codebase currently only runs on linmx,
however with out migration to Boost we could theoretically port the code base to run on other
major platforms (Windows, MacOS, Solaris) with little effort.

4.2 Algorithms

4.2.1 Vision

The robot uses vision as the primary method of detecting obstacles and lines. The vision algorithm
has been developed and modified over several years of competition and is considered reasonably
robust. After passing the input video through several different algorithms, a short-term map of the
world is created, which the robot is driven off of.

Figure 7: Raw Camera Frame Figure 8: Transformed Camera Frame

The input video, Figure 7, is first passed through an inverse perspective transform, as seen
in Figure 8. This transform makes both near and far off objects a normalized size, and makes
the image appear to be taken from directly overhead. This flattened image assumes the course
is a plane, which does cause distortion of the barrels, but this is accounted for in the mapping
algorithm. The transformed image is much easier to process into a map than a normal, perspective
image would be.

The images is then color segmented and thresholded based on the color that is centered directly
in front of the robot, as seen in Figure 9. Safe colors are marked white, the rest are black. The
color is averaged in time between frames to allow for some variation in color, for example, if there
is dead pach in the grass. This allows the robot to operate on many different surfaces with the
same software. For testing we have operated on asphalt parking lots, navigating between the lines
marking parking spaces.
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Figure 9: Color Segmentation Output

After converting the transformed image to grayscale, feature tracking is preformed between
subsequent frames. The tracked features are denoted by the black lines in the above grayscale
image. The algorithm looks for features that have been translated and rotated between frames.
This allows us to build a set of likely homographic transform between the images, which can be
backed out into likely robot motion between frames. The possible homographic transforms often
include several incorrectly matched points, so RANSAC, a nonlinear filter good at outlier handling,
is used to reject the outliers and select the best transform.
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Figure 10: Feature Tracker Output

Using motion data, camera frames are drawn into the world map, shown to the right above. The
map is a grayscale image, shown in Figure 11, representing a probability function of traversablility,
where black (0) represents non-traversable, gray (127) represents unknown areas and white(0)
represents traversable ares. The map is built up as the robot moves, and slowly decays back to gray
to prevent loop closure errors from building up. This map allows the robot to “remember” that it
just passed an obstacle and needs to not turn sharply in order to avoid a collision. The robot is
driven from the map, by a path planning algorithm.

Figure 11: World Map
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4.2.2 Path Planning

Once the world map is generated, a potential fields algorithm is used. The robot is attracted to the
furthest clear point in view and the ramp for the autonomous challenge and the nearest waypoint
for the navigation challenge. Obstacles repel the robot, and the strength of the the field is higher if
the object is closer.

4.2.3 Sensor Filtering

As our robot has 2 GPS modules, we perform basic filtering to allow the error in the position mea-
surement to be reduced. At this time, a simple average is performed which theoretically reduces
random error by a factor of 1.41. We plan to extend this to a full Kalman filter incorporating data
from the GPS, wheel encoders, and an IMU (currently not integrated) in future competitions.

424 LIDAR

The LIDAR is used as an obstacle and ramp detection sensor. The incoming range information
is filtered with a running average to reduce random noise, and is then passed through an erosion-
dilation filter to remove isolated points. The 2"¢ derivative is then calculated and thresholded to
look for linear objects similar in width to the ramp which when found are given to the path planner
as a special goal. Returns with non-zero 27 derivatives are interpreted and given to the path
planner as objects to be avoided.

5 Performance

The main goals of the new base was modifying the suspension to allow for higher operating speeds.
The old mechanical base, Jeanni, did not have enough travel on its shocks to allow for very high
speed operation. The increased travel will also make going onto and off the ramp less jarring. The
robot is capable of about 1 hour of runtime running all systems.

As we are using a legacy vision and control algorithm that has been capable of avoiding ob-
sticals and navigating switchbacks on a mechanical base of almost the same form factor, we are
confident that the software will continue to perform as well as it has in the past.

Using the camera, objects come into view at a distance of 2 m. The LIDAR allows objects to
be sensed reliably at up to 5 m. The robot will typically begin to take action at a distance of | m -

2 m.
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6 Cost

The bill of materials and estimated cost for Roxi is included in Table 2. The robot cost about
$6500, with some materials bought used and/or reused from previous years.

Table 2: Roxi BOM

Steel 400
Aluminum 200
Misc Mechanical 300
Dampers 200
Springs 20
4x Motors / Wheels 1400
4x OSMC Motor Controller | 680
2x LIDAR 100
Camera 580
Camera lens 140
Motor Interface board 30
Misc Cables 50
4x Wheel Encoder 355
6x Arduino 185
( 2x Motor Interface Shield 40
Estop 80
Current Sensors 20
Laptop 1300
Firewire express card 40
Polycarbonate Sheets 130
Power Inverter 50
DC/DC Converter 50
Paint 30
2x GPS 100
Total $6480

This project was made possible through the support of Northrup Grumman, Caterpillar, General
Motors, Lockheed Martin, National Instruments, United Technologies Corp., SGA, the George W.
Woodruff School of Mechanical Engineering, the College of Computing, and the Robotics and
Intelligent Machines research center.
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